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On the menu
1. The state of the art and the ML world


2. The ML workflow and common “practice” data sets


3. Some tools you know - used for ML


4. Getting practical…

Who are you?  
Biometricians, using R, using specialized software.


Strong understanding of statistics.



Practical Activities A - E
A) Linear Classifiers


B) Tensorflow playground 


C) Dense Neural Networks


D) Random Forests


E) Convolutional Neural Networks



The speaker…

Current “Main” Project: AI4PAN and Safe Blues

https://yoninazarathy.com/

https://yoninazarathy.com/
https://yoninazarathy.com/


Some resources

The Mathematical 
Engineering of Deep 

Learning 
Benoit Liquet, Sarat 

Moka, and Yoni 
Nazarathy 

https://people.smp.uq.edu.au/DirkKroese/DSML/

http://themlbook.com/

https://deeplearningmath.org/

https://statisticswithjulia.org/

https://people.smp.uq.edu.au/DirkKroese/DSML/
https://people.smp.uq.edu.au/DirkKroese/DSML/
http://themlbook.com/
http://themlbook.com/
https://deeplearningmath.org/
https://deeplearningmath.org/
https://statisticswithjulia.org/
https://statisticswithjulia.org/


Part 1: The state of the art  
and the ML world 



The VGG19 Deep Neural network 
(Image courtesy of Clifford K. Yang) 









Deep Learning 

Machine Learning 

Statistical Learning 

Data Mining 

Data Science Artificial Intelligence 

Statistics 

Computer Science 

Neuroscience 



1950 Turing Test Proposed

1970 Reverse Mode Automatic Differentiation

1960’s Neural Networks

1980’s Reinforcement Learning

~2000 Revival of machine learning

~2010 Machine Learning 
Renaissance begins

Weak AI  
`Explosion’ and Deep Learning

Timeline of  
weak (narrow) AI



1950 Turing Test Proposed

1970's Thoughts and definitions about AGI 

Timeline of  
strong AI 

(Artificial General Intelligence)
2010+ Weak AI Hype…

???

1970’s-80’s  Expert Systems 



Timeline of Deep Learning 
(prehistory)

1958 (Perceptron): The perceptron: a probabilistic model for information storage and organization in the brain,  
by Frank Rosenblatt. 

1982 (Hopfield nets): Neural networks and physical systems with emergent collective computational abilities,  
by John Hopfield.

1998: (Convolutional nets): Gradient based learning applied to document recognition,  
by Yann Lecun, Leon Bottou, Yoshua Bengio and Patrick Haffne. 

2012 (AlexNet): ImageNet Classification with Deep Convolutional Neural Networks,  
by Alex Krizhevsky, Ilya Sutskever and Geoffrey E. Hinton.

“D
eep Learning” is

 a th
ing! 

Deep Learning = AI?

https://www.neural-networks.io/papers/1958-the-perceptron:-a-probabilistic-model-for-information-storage-and-organization-in-the-brain.pdf
https://www.neural-networks.io/papers/1958-the-perceptron:-a-probabilistic-model-for-information-storage-and-organization-in-the-brain.pdf
https://www.pnas.org/content/pnas/79/8/2554.full.pdf
https://www.pnas.org/content/pnas/79/8/2554.full.pdf
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=726791
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=726791
https://dl.acm.org/doi/pdf/10.1145/3065386
https://dl.acm.org/doi/pdf/10.1145/3065386


Current Deep Learning

2012 (AlexNet): ImageNet Classification with Deep Convolutional Neural Networks,  
by Alex Krizhevsky, Ilya Sutskever and Geoffrey E. Hinton.

2013: (Inner layers): Visualizing and Understanding Convolutional Networks, by Matthew Zeiler and Rob Fergus

2013: (Deep RL): Playing Atari with Deep Reinforcement Learning by Volodymyr Mnih, Koray Kavukcuoglu,  
David Silver, Alex Graves, Ioannis Antonoglou, Daan Wierstra and Martin Riedmiller.

2014: (ADAM): Adam: A method for stochastic optimization, by Diederik Kingma and Jimmy Ba.

2014: (GAN): Generative adversarial nets, by Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza,  
Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville and Yoshua Bengio.

2015 (VGG): Very deep convolutional networks for large-scale image recognition,  
by Karen Simonyan and Andrew Zisserman.

2015 (Inception): Going deeper with convolutions, by Christian Szegedy et. al.

2015 (ResNet): Deep residual learning for image recognition,  
by Kaiming He, Xiangyu Zhang, Shaoqing Ren and Jian Sun.

2016 (Deep RL vs. Go): Mastering the game of Go with deep neural networks and tree search,  
by David Silver, Aja Huang, Chris Maddison and others.

2017 (Transformers): Attention is all you need, by Ashish Vaswani, Noam Shazeer,  
Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan Gomez, Lukasz Kaiser and Illia Polosukhin.

https://dl.acm.org/doi/pdf/10.1145/3065386
https://dl.acm.org/doi/pdf/10.1145/3065386
http://www.imalib.com/FileForDownLoad/understandCNN.pdf
http://www.imalib.com/FileForDownLoad/understandCNN.pdf
https://arxiv.org/pdf/1312.5602.pdf
https://arxiv.org/pdf/1312.5602.pdf
https://arxiv.org/pdf/1406.2661.pdf
https://arxiv.org/pdf/1406.2661.pdf
https://arxiv.org/pdf/1409.1556.pdf%20http://arxiv.org/abs/1409.1556.pdf
https://arxiv.org/pdf/1409.1556.pdf%20http://arxiv.org/abs/1409.1556.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Szegedy_Going_Deeper_With_2015_CVPR_paper.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Szegedy_Going_Deeper_With_2015_CVPR_paper.pdf
https://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf
https://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf
http://www.cs.cmu.edu/afs/cs.cmu.edu/academic/class/15780-s16/www/AlphaGo.nature16961.pdf
http://www.cs.cmu.edu/afs/cs.cmu.edu/academic/class/15780-s16/www/AlphaGo.nature16961.pdf
https://papers.nips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://papers.nips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf


The main activities of machine learning

• Supervised learning (Y = labels, X = features)


• Unsupervised learning (only X)


• Semi-supervised learning (hybrid)


• Reinforcement Learning (a time component)


• Generative modeling (generating new X’s)


• Dealing with sequence data

Regression

Classification



Part 2: The ML workflow and common 
“practice” data sets 



The MNIST digits dataset



Basic EDA for MNIST



Breaking MNIST up via PCA (2 components)



The centroids of k-means

k=3

k=5

k=10

k=15



A toy binary classifier digit 1, or not

χ(x) =
∑28

i=1 ∑2
k=−2 xi,m(x,i)+k

∑28
i=1 ∑28

j=1 xi, j

,  where  m(x, i) = argmaxj=1,…,28 xi, j

Define a statistic (specific to the digit 1) : Count the proportion of intensity around the peak per row:

̂fθ(x) = {−1 χ(x) ≤ θ,
+1 χ(x) > θ .

A classifier: 



A toy binary classifier digit 1, or not

χ(x) =
∑28

i=1 ∑2
k=−2 xi,m(x,i)+k

∑28
i=1 ∑28

j=1 xi, j

,  where  m(x, i) = argmaxj=1,…,28 xi, j

How to choose the threshold    ? θ

̂fθ(x) = {−1 χ(x) ≤ θ,
+1 χ(x) > θ .



Say we chose it at θ = 0.865



Say we chose it at θ = 0.865

F1 =
2

1

 Precision  + 1

 Recall 
= 2

 Precision  ×  Recall 
 Precision  +  Recall 

= 90.13 %



How we chose θ = 0.865

F1 =
2

1

 Precision  + 1

 Recall 
= 2

 Precision  ×  Recall 
 Precision  +  Recall 

= 90.13 %



 accuracy  =
1
m

m

∑
i=1

1 { ̂f (x(i)) = yi}

Why not just accuracy? 

What can be a problem?



Recap:

We “learned” the parameter θ

We had some hyper-parameters too:

χ(x) =
∑28

i=1 ∑2
k=−2 xi,m(x,i)+k

∑28
i=1 ∑28

j=1 xi,j

,  where  m(x, i) = argmaxj=1,…,28 xi,j

How do we choose hyper-parameters?
How do we test our classifier? 



DATA

Seen Unseen

Train set

Development set
Test set

Training Production

Can use k-fold cross  
validation instead

AKA “Validation set”



K-fold cross validation

Validation performance: 87.3% 92.5% 91.2% 89.6%

Overall validation performance:  mean(87.3, 92.5, 91.2, …. ,89.6)

Hyper parameter value

Overall 
validation 

performance

k=10



Some more popular “toy” datasets

1.Iris Dataset


2.MNIST


3.Fashion MNIST


4.CIFAR-10


5.ImageNet


6.Twitter Sentiment Analysis




Part 3: Some tools you know - used for ML 



A linear (binary) classifier

Positive (+1)

Negative (-1)



A linear (binary) classifier

y = β0 + βTx

+1

−1

Vect
orize

Vectorize

Loss(x, y) =
m

∑
i=1

(yi − β0 − βTxi)2Minimize:

̂f(x) = sign( ̂β0 + ̂βTx)Classifier:



A linear (binary) classifier

Loss(x, y) =
m

∑
i=1

(yi − β0 − βTxi)2 = | |y − Aβ | |2Minimize:

Option 1: ̂β = A†y A† = (AT A)−1AT

Sometimes

Option 2: ̂β(0), ̂β(1), ̂β(2), ̂β(3), … With (some form of) gradient descent

̂β(t + 1) = ̂β(t) − η∇L( ̂β(t))
∇L(β) = 2AT(Aβ − y)



Let’s do it!

Option 1: ̂β = A†y A† = (AT A)−1AT

Sometimes

Option 2: ̂β(t + 1) = ̂β(t) − η2AT(A ̂β(t) − y)

A = y = …



Activity A: MNIST digit 
classification with least squares

https://github.com/ajayhemanth/Machine-Learning-Workshop/blob/main/Activity_A_Linear_Classifier.ipynb



Basic statistics 
(least squares/regression)

Multi-class: One vs. rest



Logistic softmax regression

Cross Entropy Loss:



Some common activation functions



Adding activations and layers



Representing a neural network with equations



Neural Networks are Expressive

Function approximations with a neural network with one hidden layer



Activity B: Tensorflow Playground
https://playground.tensorflow.org/



The Devil is in the details: Backpropagation



Activity C: Dense Neural Nets
https://github.com/ajayhemanth/Machine-Learning-Workshop/blob/main/

Activity_C_Dense_Neural_Networks.ipynb



A walk in the random forest 





Activity D: Random Forests
https://github.com/ajayhemanth/Machine-Learning-Workshop/blob/main/Activity_D_RandomForests_with_H2O.ai.ipynb



Going Convolutional 



Dense Convolutional



Activity E: Conv Nets
https://github.com/ajayhemanth/Machine-Learning-Workshop/blob/main/Activity_E_ConvolutionalNets.ipynb



Closing 


